
New Edge-Enhanced Error Diffusion
Algorithm Based on the Error Sum Criterion

Jae Ho Kim* Tae Il Chung† Hyung Soon Kim* Kyung Sik Son*
 Pusan National University Image and Communication Laboratory

 San 30, Jangjeon, Kumjung Pusan, Korea 609-735

Yoon Soo Kim Samsung Electronics Company, Ltd.
Visual Communications Laboratory, Suwon P.O. Box 150

Suwon, Korea 440-600
se
rt

r t
ou
ve
um
 a
 cr
the
ion
ho
de
e 
ge

nd
ge
ig

s r
or
n

s i

n
ay

lity
bu
ce
 b

ow
du
nt
ls 

 ef-
sed
uta-
ge

ant.
om-
tive

ced
iven
ta-
nd
put

dge-
is
 It is
ary
t of

od,
ated
pix-
 is
mic
facts
sed.

EDF
ext
have
hich
ssed.
ge-
rob-
ch’s

een
na-

s
as-
ge-
the
nce-
Abstract

A new edge-enhanced error diffusion algorithm, ba
on Eschbach’s algorithm, is proposed. Thick-edged a
facts as well as small edge-enhancement effects fo
bright or dark pixel values are observed in the previ
algorithm. By analyzing the phenomena, a new impro
algorithm is proposed by using the diffused error s
and input pixel value. An input pixel is classified into
normal- or edge-region pixel based on the error sum
terion. A new error calculation is then employed for 
edge-region pixel, while conventionel error calculat
is used for the normal-region pixel. The proposed met
requires only a few additional calculations and provi
edge-enhanced binary output images. The edges ar
fluenced less by the brightness offset, and thick-ed
artifacts are reduced.

1 Introduction

The development of digital halftoning technology1–10

allowed for better printed images with only black a
white information. This technology has a wide ran
of application areas such as in facsimile machines, d
tal copiers, and color printers. Related research ha
cently increased3–10 because it is a key technology f
low-cost color facsimile machines, color copiers, a
digital copiers.

One of the most outstanding halftoning method
the error diffusion (EDF) technique.1 In this method, the
binarization error for an input pixel is distributed to ge
erate output images. It is excellent for reproducing gr
scale images and has good edge characteristics.1,3 The
error-diffused binarization shows better image qua
for the human viewer than the fixed dither method, 
it requires more calculations. With the recent advan
in processor design technology, the EDF technique
comes a good, realizable solution.11

One must consider that the scanner unit has l
pass filtering. This filtering is represented by the mo
lation transfer function (MTF). In the MTF, the curre
leakage of a CCD sensor cell into the adjacent cel
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considered as well as other optically related blurring
fects.11 In some scanner units, high-pass filtering is u
to restore the original images. However, the comp
tional overhead for making the high-pass filtered ima
is large and the required memory size is also signific
The restoration procedure for binarization can be c
bined with the EDF process to achieve cost-effec
implementation.

Among the several attempts at edge-enhan
binarization, Eschbach’s edge enhancing method g
in Ref. 4 is one of the most useful from the implemen
tion point of view. It uses only one pixel input value a
two line error values. Eschbach generously used in
brightness dependent thresholds for developing e
enhanced binarization.4 The error calculation scheme 
the same as that of the conventional EDF process.
excellent because only a slight change in the ordin
EDF structure is necessary and only a small amoun
additional calculation is needed.

After reviewing Eschbach’s edge-enhancing meth
it was found that the edge-enhancement effect is rel
not only to the brightness difference of the adjacent 
els but also to the input pixel brightness itself. This
because the EDF effect of data outside of the dyna
range has not been considered. The thick-edged arti
became visible as the edge-enhanced factor increa
Without solving these problems, the edge-enhanced 
is hard to apply to mixed input images, including t
and photos. Characters in a magazine sometimes 
colored backgrounds that induce offset brightness, w
is one of the document styles that needs to be proce

In Sec. 2, the EDF algorithm and Eschbach’s ed
enhanced EDF are briefly explained. In Sec. 3, the p
lem and the reasons for the problem in Eschba
method are discussed. In Sec. 4, the relationship betw
the diffused error sum and input pixel brightness is a
lyzed. The reference error sum Er

*  and the error sum
displacement threshold Wt, for the input pixel brightnes
are defined. By using this information, each pixel is cl
sified as a normal- or edge-region pixel. For the ed
region pixels, a new error calculation is used in 
proposed algorithm. The analysis of the edge-enha
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ment characteristics and the corresponding results
the real images are discussed in Sec. 5. In the prop
method, unusual white or black thick-edged artifacts
reduced although the edge-enhancing factor is increa
The effect no longer depends on the brightness offse
the input image.

2 Error Diffusion and Eschbach’s
Edge-Enhanced EDF Algorithm

In the EDF algorithm, the error created as a result of
pixel binarization is distributed with a certain ratio call
an error filter. The distributed error to adjacent pixels
summed with the current pixel brightness for determ
ing the output value. In the conventional EDF algorithm1

the modified input pixel brightness Ic(x,y) is calculated
from the input I(x,y) and the error of adjacent pixe
E(•,•). It is expressed as follows:

I x y I x y

E x i x y j y

c

i j
i j

i j
i j
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where x, y, ∆x, and ∆y are the horizontal axis, the vert
cal axis of the image, x directional pixel size, and y di-
rectional pixel resolution, respectively. The set 
coefficients αi,j is called an error filter, suggested b
Floyd,l and is expressed as:
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For this error filter, many variations have been su
gested for improving image quality. In this paper, t
error filter defined in Eq. (2) is utilized because it 
widely used and simple to implement.

The modified input pixel brightness is Ic(x,y). The
resulting binary output Ob(x,y) and the error E(x,y) are
expressed by the following Eqs. (3) and (4), respectiv

O x y I x y T
I T

I Tb c
c

c

( , ) ( , )
( )

( )
,= −[ ] =

>
≤





Θ 0
0

0

255

0

white

black
(3)

E(x,y) = Ic(x,y) – Ob(x,y), (4)

where Θ[•] and T0 are the binarization function and 
threshold for the binarization, respectively. The cen
value of the white (255) and the black (0) is used for 
threshold in the ordinary EDF. Although one chang
the threshold, the statistical behavior of the result
binary output is not influenced in the EDF algorith
This improves the image quality by periodically mod
lating the real threshold.12 Eschbach has implemente
an edge-enhanced EDF using a threshold that dep
on the input-pixel brightness.4

A new input-dependent threshold is defined as

         T(I) = T0 – (K – 1) * I(x,y), (5)
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instead of the fixed T0 of Eq. (3). Note that K in Eq. (5)
determines the degree of the edge enhancement a
called an edge-enhancing factor. Eschbach’s edge-en
hanced EDF is expressed in Eq. (6). The output valu
Eschbach’s EDF is determined by

    O x y I x y T I
I T I

I T Ib c
c

c

( , ) ( , ) ( )
( ) ( )

( ) ( )
.= −[ ] =

>
≤





Θ
255

0

white

black
(6)

In this case, the error calculation is performed 
Eq. (4), which is the same as the conventional EDF
the edge-enhancing factor is 1, Eschbach’s EDF is
same as the ordinary EDF. As K increases, the edges o
the image become more visible. The structure chang
this algorithm compared to the ordinary EDF is sm
and only a few additional calculations are required.

3 Problems with Edge Enhancement in
Eschbach’s Algorithm

Several experiments using various images were car
out using Eschbach’s edge-enhancing algorithm, and
following problems were found:

1. The edge-enhancement effect depends on not 
the brightness difference of adjacent pixels but a
on the input pixel brightness itself. It causes an o
set dependent edge-enhancement effect.

2. The edge-enhancement effect is degraded for d
or bright pixels. (Experimental results for this ph
nomenon are discussed at the end of this secti
As the pixel value approaches 0 or 255, the ed
enhancement effect rapidly decreases.

3. As K increases (especially when K ≥ 5), thick-edged
artifacts become more visible, making the edge-
hanced image unnatural.

Figure 1. The l-D plot of edge-enhancement effects for dif
ent off-sets. Gray level changes (a) 93-163-93 and (b) 1
230-160.
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These problems are shown by several experime
results in Sec. 5. We have experimented with the met
for measuring the edge-enhancement effect, as illustr
in Fig. 1. This experiment was performed in the sa
manner as was done in Ref. 9. Two test images [F
1(a) and 1(b)] have 1000 vertical lines over a band, wh
consists of three equally divided areas with levels of 
163-93 and 160-230-160. Therefore the center of 
images will be brighter than the sides, which will 
darker according to the numbers above. Note that t
brightness difference is 70.

After performing Eschbach’s EDF, the vertical a
erage of the output image is plotted in Fig. 1. In t
experiment, though the gray-level differences of 
edges in each image are the same (70), their edge 
acteristics are different. The edge enhancement also
pends on the input pixel brightness itself. This
undesirable for the edge-enhancement characteristi

4 Analysis of the Distribution of Error Sum
and the Proposed Algorithm

4.1 The Distribution of Error Sum
The error sum Es, which is diffused from adjacent pix

els to modify the current pixel brightness, is expressed

E x y

E x i x y j y
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i j
i j

i j
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,
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This error sum and the original input pixel brigh
ness are added and used for generating a binary o
pixel. The range of error sum distribution in Eschbac
algorithm is derived from Eqs. (1) through (6) and
given as

   T0 – 255 – (K – 1) • I(x,y) < Es(I) < T0 – (K – 1) • I(x,y) . (8)

The range of the error sum varies according to 
input pixel brightness. From now on, Es(I) instead of
E(x,y) will be used to represent the dependency on
input-pixel brightness. To observe the real situation, 2
sample sequence images with different gray levels
255) are generated. The image sizes for the x and y di-
rections are 64 and 512 pixels, respectively. Eschba
edge-enhanced EDF is applied to these test images
the range of the error sum distribution is investigat
For this experiment, the first 10 lines as well as th
left-most and right-most pixels of each line are not c
sidered. Note that the error sum Es(I) in this experiment
is generated from constant images not from images 
ing an edge region.

The error sum distribution (the possible error s
values) for 256 constant gray-level images is shown
Fig. 2. The horizontal axis of Fig. 2 is the input ima
brightness. Note that the occurrence of the error sum
the input pixel brightness is shown in Fig. 2. Except n
the 0 or 255 input brightness, the error sum exists in
region defined in Eq. (8). When the error sum exists
the range given by Eq. (8), the quality of the binary o
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put image is good in Eschbach’s algorithm. When 
image input is near black (0) or white (255), the er
sum does not exist in the linear region specified by 
(8), and good binary output image quality cannot be
tained. For explaining the nonlinear region of the er
sum distribution near 0 or 256, the principle of the e
enhancement needs to be explained.

Figure 2. The error sum distribution depending on the g
levels of 256 constant images.

Consider an example image that has two area
brightness I1 and I2 as shown in Fig. 3. For processing
constant brightness area (I1), or slowly varying area, pos
sible error sum values are around E1. But when the EDF
processing reaches a pixel with a quite different brig
ness (I2), the error sum (E1) stabilized in the I1 area is
quite different from the error sum (E2), where the input
brightness I2 can be reproduced properly. Note that 
proper range of the error sum is E2 ± ∆E for reproducing
a constant I2 image. Therefore, the error sum (E1) has to
move toward a new error sum (E2) as Eschbach’s EDF
process continues. The transition speed of the error
depends on the K value: When K is large, the speed i
slow.

When the error sum reaches a new value E2, continu-
ous-tone image I2 can be represented well. We need to lo
at the error-adapting amount that is diffusing into the a
cent pixels for the given input I(x,y). It is written

E(x,y) = Ic(x,y) – Ob(x,y)
          = Es(I) + [I(x,y) – Ob(x,y)]. (9)

As shown in this equation, the error-adapting amo
is equal to the difference between the input and the 
put brightness. It is 0 for the input brightness 0 or 2
and it is small for the input pixel values near 0 or 2
This means the adaptation to a new error sum is slow
those input brightnesses. Therefore, many of the s
binary output pixels are produced until they reach a 
stable error sum value. Now the reason for the probl
mentioned in Sec. 3 is understood.
Chapter III—Algorithms—107
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Figure 3. An illustration of error sum references for two d
ferent input brightness. Brightness change of I1 to I2 causes
the error sum to move from around E1 to around E2.

Figure 4. The relationship of the error sum displacement, 
erence error sum, and edge and nonedge regions.

By using these phenomena, it is easy to distingu
whether a pixel is in the normal or edge region. The
ror sum can be used for distinguishing whether a p
lies in the edge region or not. The center value of
error sum distribution in Eq. (8) is called the reference
108—Recent Progress in Digital Halftoning II
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error sum Es
*.  It is linear to the input pixel brightnes

and derived from Eq. (8) as

E I K Is
*( ) ( ) ( / ).= − ⋅ −1 255 2 (10)

The reference error sum is a mean value of the e
sum for an input brightness I(x,y). The difference be-
tween the calculated error sum and the reference e
sum in Eschbach’s EDF process is defined as the error
sum displacement (W). These two defined values ar
explained in Fig. 4.

During the edge-enhanced EDF process, the re
ence error sum is automatically determined by Eq. 
For the normal-region pixels, the displacement is 
pected to be small. For the edge region, the displa
ment tends to be large. We propose to define a thresh
named an error sum displacement threshold Wt, for de-
tecting a pixel whether the pixel is on the edge region
not. When the error sum displacement W is not larger
than Wt, the pixel is in the normal region; otherwise, it
in the edge region. By using this threshold, it is expe
mentally proved that the edge and normal regions 
distinguished well.13 Here, we propose a new edge-e
hanced EDF for improving the edge characteristics
Eschbach’s algorithm.

4.2 A New Edge-Enhanced Error Diffusion Algorithm
A block diagram of the proposed algorithm is show

in Fig. 5 and can be explained as follows:

1. If the pixel does not belong to the edge region, 
ply Eq. (9) for the error calculation.

2. Otherwise, a new error calculation is applied as sho
in Eq. (11). A large error-adapting amount is us
for a fast transition to a new reference error sum.

E
E I C O

E I C O
s b

s b
NEW

when white

when black
=

+ =
− =





( ) ( )

( ) ( )
.

255

0
(11)

Figure 5. Block diagram of the new proposed algorithm. Ed
region detector and error selection are added to Eschbac
algorithm.

In this equation, a constant C is added or subtracte
to the diffused error. The binary output for this edg
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region pixel is determined as in Eschbach’s algorith
When the brightness differences are the same, no m
how much the offsets are, the amount of adaptatio
the same. Therefore, the same amount of edge enha
ment can be obtained.

Figure 6. Comparison of the edge-enhancement effect for 1
230-160 brightness change. Results of (a) Eschbach’s a
rithm and (b) the proposed algorithm.

5 Discussion of the Experimental Results

The experiments of Eschbach’s and the proposed e
enhancement algorithms were carried out by using K =
5 and Wt = 140. The edge-adapting amount C was 200.
First, the edge-enhancement effect was investigated
using the experiment of Fig. 3 in Sec. 3. The result
Fig. 6 shows that the edge characteristics are less in
enced by the offset in the proposed method than
Eschbach’s method.

The error sum distribution for the proposed meth
was obtained by using the 256 constant images with 
ferent gray levels. The result obtained is shown in F
7. The proposed algorithm has a much wider linear
gion in the error sum distribution plot.

Two 400 × 400 and 600 × 400 experimental image
were chosen for measuring the improvements. To see
offset-independent edge-enhancement effect, a test
age is generated, as shown in Fig. 8(a). There are
patterns made of links, characters, and square blocks 
brightnesses of 0, 51, 102, 128, 153, and 204. Eschba
algorithm and the new algorithm are applied to the i
ages for comparison. The following differences a
shown in Figs. 8(b) and 8(c):

1. Characters in different gray backgrounds are 
hanced in Fig. 8(c) compared to those in 8(b). Wh
the brightness of a character and its backgroun
biased near to 0 or 256, the enhancement is appa
.
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2. A thick-edged artifact of the upper rectangle [
gray 51 of Fig. 8(b)] is reduced in Fig. 8(c).

3. The edges of the upper left corner of the upper r
angle (the gray 128 and 153) are enhanced in 
8(c). But in Fig. 8(b), they are not enhanced beca
the brightness of the background of the rectang
255.

4. In Fig. 8(b), the upper left parts of the rectan
boxes or lines with brightnesses of 153 or 204
distorted.

Figure 7. The relationship between the input pixel brightn
and the distribution of error sum in the proposed algorith

The reason for the effect in item 4 can be explai
as follows. The background is white (255). The error
aptation for the white (255) background is 0 [see 
(9)]. The amount of error sum made during the outpu
the pattern’s lower part with brightnesses of 51 and 
is not reduced on the white (255) background. It 
creases after reaching the 153 and 204 input sig
Therefore, the error sum characteristics of this area
the same as when the edge of 51 reaches 153 o
reaches 204 directly. In the proposed method there
no such artifacts.

The proposed algorithm is also applied to the m
bile image. The thick-edged artifact is reduced as sh
in Fig. 9(c). Overall image quality is much improved
the proposed method. The thickness of the artifact
be adjusted by controlling C.

6 Conclusions

Edge-enhanced binarization is important because i
lows images to be printed with a binary output dev
and also compensates for the low pass filtering effe
a scanner. It can be a cost-effective solution. Among 
eral edge-enhanced EDF algorithms, Eschbach’s is
most practical algorithm. It can be implemented w
minimal changes from the normal EDF.

In this paper, Eschbach’s edge-enhancement me
nism was analyzed. It was found that the thick-ed
Chapter III—Algorithms—109
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Figure 8. The results of edge-enhanced error diffusion of
test image: (a) original EDF(K = 1), (b) Eschbach’s algorith
(K = 5), and (c) the proposed algorithm (K= 5).
110—Recent Progress in Digital Halftoning II
Figure 9. The results of edge-enhanced error diffusion of
mobile image by using (a) the original EDF (K = 1), (b
Eschbach’s algorithm (K = 5), and (c) the proposed algorith
(K = 5).
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artifact depends on the input pixel brightness, whic
caused by the different amount of error adaptation
each brightness. A transition to a new reference e
sum from an old one is slow, thus a thick-edged arti
is produced.

The brightness of the current pixel, the refere
error sum for the brightness, and the error sum displ
ment threshold are defined and used for classifying
regions of the pixel. After classifying the region of t
pixel, different equations are applied for calculating 
error of the pixel. In the proposed algorithm, the ed
with white (255) or backgrounds are enhanced well 
the thick-edged artifact is reduced. Depending on the
cific applications, the error sum displacement thresh
can be adjusted. The error adapation constant C fo
edge-region pixel can also be adjusted.

For implementation, the proposed algorithm requ
only a small amount of additional calculations (two co
parison operations) and modifications to the original E
architecture. This can be easily used for the design
digital copier or facsimile machine.
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